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Chapter 3
The Use of Machine Learning in Treatment
Effect Estimation

1 The Derivation of Equation (3.13)

Let us abbreviate the notation for the estimation sample S𝑒𝑠𝑡 to S and let 𝑋𝑡 denote
an observation on 𝑋 which is independent of S. Suppose that for any fixed subset
ℓ ⊂ X, the estimator 𝜏S (ℓ) is unbiased, i.e.,

𝐸 (𝜏S (ℓ)) = 𝜏(ℓ) ≡ 𝐸 [𝑌 (1) −𝑌 (0) | 𝑋 ∈ ℓ] . (1)

Recall that for a given partition Π = {ℓ1, . . . , ℓ#Π} of X, the CATE estimator is given
by the step function

𝜏S (𝑥;Π) =
#Π∑︁
𝑗=1

𝜏S (ℓ 𝑗 )1ℓ 𝑗 (𝑥)

with expected mean squared error

EMSE(Π) = 𝐸𝑋𝑡 ,S
[ (
𝜏(𝑋𝑡 ) − 𝜏S (𝑋𝑡 ;Π)

)2]
.

We will show that

EMSE(Π) −𝐸 [𝜏(𝑋𝑡 )2] = 𝐸𝑋𝑡

{
𝑉S [𝜏S (𝑋𝑡 ;Π)]

}
−𝐸 [𝜏(𝑋𝑡 ;Π)2] . (2)

Expanding the definition of EMSE, and using the law of iterated expectations, we
can write

EMSE(Π) −𝐸 [𝜏(𝑋𝑡 )2] = 𝐸𝑋𝑡 ,S
{
𝜏2
S (𝑋𝑡 ;Π) −2𝜏(𝑋𝑡 )𝜏S (𝑋𝑡 ;Π)

}
= 𝐸

{
𝐸𝑋𝑡

[
𝜏2
S (𝑋𝑡 ;Π) −2𝜏(𝑋𝑡 )𝜏S (𝑋𝑡 ;Π)

���S,1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]}

= 𝐸

{
𝜏2
S (𝑋𝑡 ;Π) −2𝜏S (𝑋𝑡 ;Π)𝐸𝑋𝑡

[
𝜏(𝑋𝑡 )

���S,1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]}

(3)
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where the last equality uses the fact that conditional on S and 1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 ),
the value of the step function estimator 𝜏S (𝑋𝑡 ;Π) is pinned down (it is given by one
of the values 𝜏S (ℓ 𝑗 ), 𝑗 = 1, . . . ,#Π). As 𝑋𝑡 is independent of S, we can further write

𝐸𝑋𝑡

[
𝜏(𝑋𝑡 )

���S,1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]
= 𝐸𝑋𝑡

[
𝜏(𝑋𝑡 )

���1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]
.

Now, by the law of iterated expectations, and the definition of 𝜏(𝑋𝑡 ),

𝐸
[
𝜏(𝑋𝑡 )

���1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]
= 𝐸

[
𝐸
[
𝑌 (1) −𝑌 (0) |𝑋𝑡

] ���1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]

= 𝐸

[
𝑌𝑡 (1) −𝑌𝑡 (0)

���1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]
=

#Π∑︁
𝑗=1

𝜏(ℓ 𝑗 )1ℓ 𝑗 (𝑋𝑡 ),

because 𝐸 [𝑌𝑡 (1) −𝑌𝑡 (0) | 𝑋𝑡 ∈ ℓ 𝑗 ] = 𝜏(ℓ 𝑗 ). Using the more compact notation

𝜏(𝑋𝑡 ;Π) =
#Π∑︁
𝑗=1

𝜏(ℓ 𝑗 )1ℓ 𝑗 (𝑋𝑡 ),

we have shown that

𝐸𝑋𝑡

[
𝜏(𝑋𝑡 )

���S,1ℓ1 (𝑋𝑡 ), . . . ,1ℓ#Π (𝑋𝑡 )
]
= 𝜏(𝑋𝑡 ;Π).

Substituting this result into (3) gives

EMSE(Π) −𝐸 [𝜏(𝑋𝑡 )2] = 𝐸𝑋𝑡 ,S
{
𝜏2
S (𝑋𝑡 ;Π) −2𝜏S (𝑋𝑡 ;Π)𝜏(𝑋𝑡 ;Π)

}
= 𝐸𝑋𝑡 ,S

{[
𝜏S (𝑋𝑡 ;Π) − 𝜏(𝑋𝑡 ;Π)

]2 − 𝜏2 (𝑋𝑡 ;Π)
}

= 𝐸𝑋𝑡

{
𝐸S

( [
𝜏S (𝑋𝑡 ;Π) − 𝜏(𝑋𝑡 ;Π)

]2
���𝑋𝑡

)}
−𝐸𝑋𝑡

[𝜏2 (𝑋𝑡 ;Π)], (4)

where the last equality again uses the law of iterated expectations. By the assumption
that 𝜏S (ℓ) is unbiased for 𝜏(ℓ), it follows immediately that

𝜏(𝑥;Π) = 𝐸S [𝜏S (𝑥;Π)]

for any fixed point 𝑥 ∈ X. Therefore,

𝐸S
( [
𝜏S (𝑥;Π) − 𝜏(𝑥;Π)

]2
)
=𝑉S [𝜏S (𝑥;Π)] .

But because 𝑋𝑡 is independent of S,

𝐸S
( [
𝜏S (𝑋𝑡 ;Π) − 𝜏(𝑋𝑡 ;Π)

]2
���𝑋𝑡

)
=𝑉S [𝜏S (𝑥;Π)]

��
𝑥=𝑋𝑡

=𝑉S [𝜏S (𝑋𝑡 ;Π)] .

Note that𝑉S [𝜏S (𝑋𝑡 ;Π)] is a random variable; it is the sampling variance of 𝜏S (𝑥;Π)
evaluated at the random point 𝑥 = 𝑋𝑡 . Substituting the previous result into (4) gives
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EMSE(Π) −𝐸 [𝜏(𝑋𝑡 )2] = 𝐸𝑋𝑡

{
𝑉S [𝜏S (𝑋𝑡 ;Π)]

}
−𝐸𝑋𝑡

[𝜏2 (𝑋𝑡 ;Π)],

which is what we wanted to show.

2 Empirical Results for the White Subsample

These are the results for white mothers from the two exercises described in Section
3.5.

Table 1: Estimates of 𝜏 for white mothers

Basic setup Extended setup

Point-estimate SE Point-estimate SE

OLS -208.7966 2.4772 -207.5961 2.4952

Naive Lasso (𝜆∗) -208.8705 - -207.5191 -

Naive Lasso (0.5𝜆∗) -208.9730 - -208.6516 -

Naive Lasso (2𝜆∗) -208.9030 - -207.4272 -

Post-naive-lasso (𝜆∗) -208.9526 2.4742 -206.988 2.4817

Post-naive-lasso (0.5𝜆∗) -208.9526 2.4742 -205.7859 2.4736

Post-naive-lasso (2𝜆∗) -208.7966 2.4772 -207.6697 2.4857

DML (𝜆∗) -208.7972 2.4770 -206.3285 2.4895

DML (0.5𝜆∗) -208.7802 2.4771 -205.9974 2.4903

DML (2𝜆∗) -208.7740 2.4771 -206.4051 2.4895

DML-package -208.7264 2.4772 -206.4665 2.4909

Notes: 𝑁 = 433, 558

Notes: Sample size= 433, 558. 𝜆∗ denotes lasso penalties obtained by 5-fold cross validation. The
DML estimators are implemented by 2-fold cross-fitting. The row titled ‘DML-package’ contains the
estimate obtained by using the ‘official’ DML code (dml2) available at https://docs.doubleml.org/
r/stable/. All other estimators are programmed directly by the authors.

https://docs.doubleml.org/r/stable/
https://docs.doubleml.org/r/stable/
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mage ≥ 28

hyperpr = 0

prenatal_visits < 16

−306.4 [13.9], (25%)

dterms = 0

−282.2 [39.0], (4%) −301.2 [49.1], (2%)

−218.1 [45.5], (2%)

hyperpr = 0

−206.7 [26.7], (4%)
drink = 1

−237.8 [6.5], (62%)−270.3 [55.8], (1%)

yes no

yes
no

no
yes

noyes

noyes

noyes

Fig. 1: A causal tree for the effect of smoking on birth weight (first time white
mothers). Standard errors are in brackets and the percentages in parenthesis denote
share of group in the sample. The total number of observations used to estimate the
causal tree is a randomly drawn sample with 𝑁 = 150,000, from the original
433,558 sample. The covariates used are 𝑋1, except for the polynomial and
interaction terms. To obtain a simpler model, we choose the pruning parameter
using the 1SE-rule rather than the minimum cross-validated MSE.



Chapter 9
Poverty, Inequality and Development Studies
with Machine Learning

3 Contributions in Data Availability, Frequency and Granularity

Table 9.1 provides an exhaustive list of studies that aims at improving the availability,
frequency and granularity of poverty, inequality, and development indicators. It
describes the scope, the data sources and ML methods used and the contribution
(whether it improves the frequency or granularity of estimates, if it covers rural areas,
and if it includes visualizations) of each paper.

Table 2: Contributions in data availability, frequency and granularity

Paper What, Where Data
sources Freq.1 Gran.1 Rural

areas Vis1 Relevant
method

Afzal et al.
(2015)

Poverty, district
level, Pakistan
and Sri Lanka

Satellite
imagery X X

Foward
Stepwise,
LASSO

Aiken et al.
(2020)

Poverty,
household level,
Afghanistan

Mobile
phone X X

Elastic Net,
Decision
Tree,
Random
Forest,
XGBoost

Aiken et al.
(2021)

Poverty,
household level,
rural Togo

Satellite
imagery,
Mobile
phone

X X
Gradient
Boosting,
PCA

Andreano et
al. (2021)

Poverty,
subnational level,
Latin America

Satellite
imagery X X X Vis in the

paper
Panel
models

Antenucci
et al. (2014) Job loss index US Twitter X - Vis in the

paper OLS

5
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Zhongming
et al. (2021)

Poverty,
household level,
rural Togo

Satellite
imagery,
Mobile
phone

X X Gradient
Boosting

Askitas
and Zim-
mermann
(2009)

Unemployment
rate Germany

Google
search
data

X - Vis in the
paper

Error
Correction
Model

Babenko et
al. (2017)

Poverty,
municipal level,
Mexico

High and
medium-
resolution
satellite
imagery

X X Vis in the
paper CNN

Baylé
(2016)

Slum detection,
census segment
level,
municipality in
Argentina

High-
resolution
satellite
imagery,
geo-
located
census,
road and
natural
data from
crowd-
sourced
maps

X X Vis in the
paper

Random
Forests,
XGBoost,
Support
Vector
Machines
and
Gaussian
Mixtures
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Blumenstock
et al. (2018)

Wealth, individual
level, Afghanistan

Mobile
phone
data

X NS Vis in the
paper

Random
Forests,
XGBoost,
Support
Vector
Machines
and
Gaussian
Mixtures

Blumen-
stock et al.
(2015)

Wealth, individual
and cell level
(smallest
administrative
unit), Rwanda

Mobile
phone
data

X X X Vis in the
paper

Feature
engineering,
Elastic Net,
PCA

Bosco et al.
(2017)

Socio-economic
variables, 1x1 km
resolution, 4
low-income
countries

Geolocated
house-
hold
surveys

X X Vis in the
paper

Integrated
nested
Laplace
approxima-
tions and
neural
networks

Burke et al.
(2016)

Under-5 mortality,
10kmx10km
resolution, 28
sub-saharan
African countries.
1980s-2000s

Geolocated
Surveys
(include
location
and
timing of
child-
births and
deaths)

X X X Vis in the
paper

Kernel
density
estimator
interpola-
tion
approaches,
Linear
Multivariate
Regression

Chetty et al.
(2018)

Children
outcomes, census
tract level, United
States

Census,
surveys
and
adminis-
trative
data

X X Link
Lowess Re-
gressions,
OLS

Chi et al.
(2022)

Wealth, 2.4x2.4
km resolution,
135 low and
middle-income
countries

Satellite
imagery,
Mobile
phone,
Social
Media

X X Link

CNN,
Principal
Component
Analysis,
Gradient
Boosting

Cuaresma et
al. (2020)

Poverty rates,
subnational
regions, North
Korea. 2012-2018

Remote-
sensed
night-
time light
intensity

X X X KNN

https://www.opportunityatlas.org/
http://beta.povertymaps.net/
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Dahmani et
al. (2014)

Slum detection,
Moulay
Bousselham
(Morroco)

Very
High-
resolution
satellite
imagery

X X Vis in the
paper

Support
Vector
Machines

Decuyper et
al. (2014)

Poverty indices
and food
consumption,
African country

Mobile
phone
data

X X
OLS,
Symbolic
Regression

Doll et al.
(2006)

GDP, 5 km
resolution, 11
European
countries and US

Satellite
imagery X X Vis in the

paper OLS

Duque et al.
(2015)

Slum Index, 139
regions Medellin
(Colombia)

Very
High-
resolution
satellite
imagery

X no Vis in the
paper

Spatially
Adjusted
Regression
and
Stepwise
Selection
(Forward
and
Backward)

Eagle et al.
(2010)

Development
index, 32.482
communities UK

Mobile
Phone
data and
Landlines
(National
commu-
nication
network)

X X Vis in the
paper

Network
analysis,
PCA

Ebener et al.
(2005)

GPD, national and
subnational level,
171 countries

Satellite
imagery X - OLS

Elbers et
al. (2003)

Income, "town"
(15000
households) level,
Ecuador

Surveys,
Census X X ELL

method

Ella et al.
(2008)

Slum detection,
Soweto (South
Africa)

High-
resolution
imagery

X no
Support
Vector
Machines

Elvidge et
al. (2009)

Global poverty
index, 30 arcsec
resolution,
national and
subnational level

Satellite
data
(night-
light),
LandScan
popula-
tion
counts

X X X
No longer
available
(Link)

-

http://www.ngdc.noaa.gov/dmsp/download_poverty.html
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Engstrom et
al. (2017)

Poverty rates and
average log con-
sumption,1,291
administrative
units, Sri Lanka

High-
resolution
satellite
imagery

X X

CNN and
classifica-
tion of
spectral and
textural
characterist-
ics

Ettredge et
al. (2005)

Unemployment
rate, US

Google
search
data

X - OLS

Farrell et al.
(2020)

Gross family
income, US.
2013-2017

Adminis-
trative
Banking
Data,
Census

X -

Gradient
Boosting
Machines
(GBM)

Fatehkia et
al. (2020)

Small area
estimates Wealth
Index, India and
Philippines

Facebook
data X X

Gradient
Boosting
Machines
(GBM),
Lasso
Regression

Feldmeyer
et al. (2020)

Socio-economic
indicators, 1101
municipalities,
Baden-
Württemburg
(Germany)

Crowsourced
maps
(Open-
Street-
Map)

X X

Vis in the
paper and
github link
provided

upon com-
pletion of

PhD

OLS,
Random
Forest,
Neural
Networks

Frias-
Martinez
and Virseda
(2012)

Socio-economic
indicators,
national level,
Latin America

Mobile
phone
data and
Census

X - OLS
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Gevaert et
al. (2016)

Slum detection.
30x30m2
resolution, Kigaly
(Rwanda)

High-
resolution
imagery
from Un-
manned
Aerial
Vehicles
(UAVs)

X X

Support
Vector
Machines
with an
RBF kernel
(LibSVM),
Local
Binary
Patterns
(LBP),
Mean Shift
Algorithm,
Spatial
Binning,
Correlation-
Based
Feature
Selector

Ghosh et al.
(2013)

Wellbeing
indicators World
map, 1km2 and
subnational level

Night-
time
satellite
imagery

X X Vis in the
paper OLS

Glaeser et
al. (2018)

Income, block
groups, New York

Google
Street
View
imagery

X no

Geometric
Layout
algorithm,
V-Support
Vector
Regressor
(v-SVR)

González-
Fernández
and
González-
Velasco
(2018)

Unemployment
rate, Spain

Google
search
data

X - OLS

Graesser et
al. (2012)

Slum detection,
15x15m
resolution,
Caracas
(Venezuela), La
Paz (Bolivia),
Kabul y Kandahar
(Afganistán)

High-
resolution
satellite
imagery

X no Vis in the
paper

Decision
Trees
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Graetz et al.
(2018)

Educational
attainment, five
km grids, Africa

Geolocated
Surveys,
Census

X X

Vis in the
paper .

They can
not share
estima-
tions but
code for

replication
is

available
at: Link

Boosted
Regression
Trees and
Lasso
Regression

Head et al.
(2017)

Wealth index,
small regions,
sub-Saharan
Africa

High-
resolution
satellite
imagery

X X CNN, Ridge
Regression

Heitmann
and Buri
(2019)

Poverty,
neighborhood
levels, Gana and
Uganda

High-
resolution
satellite
imagery,
mobile
phone
data

X X Vis in the
paper

CNN, KNN
spatial
boosting

Henderson
et al. (2012)

Income growth,
national level, 188
countries

Satellite
data X - OLS

Hernandez
et al. (2017)

Poverty rates,
municipal level,
Guatemala

Mobile
phone
data

X X Vis in the
paper

Support
Vector
Machines,
Random
forests,
Stochastic
Gradient
Boosting,
K-means,
Gaussian
Mixtures,
SuperVis in
the papered
Topic
Models

Hersh et al.
(2021)

Household labor
income, district
level, Belize

Open
source
satellite
images

X X

They can
not share
poverty
estima-
tions but
code for

replication
is

available.
Link

Ridge
Regression,
Elastic Net,
Random
Forest,
Extreme
Gradient
Boosting
Trees

https://github.com/ihmeuw/lbd_2017/tree/master/edu
https://github.com/mmann1123/Belize_Poverty
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Hofer et al.
(2020)

Poverty rate, 4km
grid, Philippines
and Thailand

Satellite
imagery X X Vis in the

paper
CNN, Ridge
Regression

Holzbauer
et al. (2016)

GDP, state level,
US

Social
Media
(Gowalla)

x - Linear
models

Hristova et
al. (2016)

Developement
indexes, national
level

Flow
networks
between
countries
(World
Trade,
Global
migra-
tion,
Digital
commu-
nications,
Flights)

X - Network
analysis

Huang et al.
(2015)

Slum detection,
120x120m, 2
mega cities in
China

High-
resolution
satellite
imagery

X no

Random
Forest,
Support
Vector
Machines

Jean et al.
(2016)

Poverty rate,
village level,
African countries
(Nigeria,
Tanzania,
Uganda, Malawi y
Rwanda)

High-
resolution
satellite
imagery

X X X

Multistep
transfer
learning
approach,
CNN, PCA

Kavanagh et
al. (2016)

Poverty
Desentralization
Index, region
level, Scottish
cities. 2001-2011

Census X X no Vis in the
paper

Bayesian
Multivariate
Conditional
Autorre-
gresive
(CAR)
model

Khelifa and
Mimoun
(2012)

Slum detection,
Oran (Algeria)

High-
resolution
satellite
imagery

X no
PCA,
Genetic
Algorithm

Lansley and
Longley
(2016)

Behaviour
characteristics,
London

Social
media
data
(Twitter)

X no Vis in the
paper

Latent
Dirichlet
Allocation
(LDA)
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Liu et al.
(2016)

GDP, national
level, China

Social
network
in China
(Sina Mi-
croblog
posts)

X - Vis in the
paper

Support
Vector
Machines

Llorente et
al. (2015)

Unemployment,
340 Spanish
regions

Twitter
data X X OLS

Maiya and
Babu (2018)

Slum detection,
India

Satellite
images X no Mask-R-

CNN

McBride
and Nichols
(2018)

Poverty rate,
national level,
East Timor,
Malawi and
Bolivia

Household
surveys X -

Regression
Forest,
Quantile
Reggresion
Forest

McKenzie
and Slind
(2019)

Financial touch
points, Kenia and
Uganda

Facebook
data,
Twitter
data,
Open-
Street-
Map

X X

OLS,
Spatial Lag
Regression,
Support
Vector
Machines,
Random
Forest

Njuguna
and
McSharry
(2017)

Multi-
dimensional
poverty index,
sector level,
Rwanda.

Mobile
phone,
satellite
data
(night
lights),
popula-
tion
density

X X Vis in the
paper

Lasso
Regression

Norbutas
and Corten
(2018)

Income per
capita, 438 Ducth
municipalities

Social
media
(Hyves)

X X Vis in the
paper OLS

Chen and
Nordhaus
(2015)

Population and
output measures,
African regions

Satellite
data
(night-
time
lights)

X X OLS
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ILO-
ECLAC
(2018)

Child labor
identification
metodology,
subnational level
(lower level
disaggregation
possible), Latin
America

Surveys
and
Census

X X Vis in the
paper

Logistic
Regression

Osgood-
Zimmerman
et al. (2018)

Malnutrition, 5x5
km resolution, 51
African countries.
2000-2015

Geolocated
Surveys X X X

Vis in the
paper and

code
available:

Link

Generalized
Additive
Models,
Boosted
Regression
Trees, Lasso
Regression,
Bayesian
Hierarchical
Model

Otok and
Seftiana
(2014)

Classification of
poor households,
Jombang
(Indonesia)

Survey X no Vis in the
paper

CART,
Random
Forest

Owen and
Wong
(2013)

Slum detection,
Guatemala city

Very
High
Resolu-
tion
imagery
and
Elevation
data

X no

CART, Dis-
criminant
Function
Analysis

Perez et al.
(2017)

Poverty rate, local
level, Africa

Satellite
imagery X X

CNN, Ridge
Regression,
Nearest-
neighbor,
Gradient
Boosted
Trees

Pokhriyal
and Jacques
(2017)

Multi-
dimensional
poverty index,
Senegal

Mobile
phone
data,
Enviro-
mental
data

X X Vis in the
paper

Gaussian
Process
Regression,
Elastic Net

Preis et al.
(2012)

Future orientation
index as proxy of
GDP, 45 countries

Google
search
data

X - OLS

http://ghdx.healthdata.org/record/ihme-data/africa-child-growth-failure-geospatial-estimates-2000-2015
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Quercia et
al. (2012)

Gross Community
Happiness,
London

Social
media
data
(Twitter)

x X no NLP

Reiner Jr et
al. (2018)

Childhood
diarrheal
morbidity and
mortality, Africa,
2000–2015.

Geolocated
Surveys X X X Vis in the

paper

Spatial
regression
methods

Robinson et
al. (2007)

Household
expenditure, 0.01
degrees of
resolution,
Uganda

Very
High
Resolu-
tion
imagery

X X Vis in the
paper

Discriminant
Analysis

Rogers et al.
(2006)

Household
expenditure, 0.01
degrees of
resolution,
Uganda

Remote-
sensed
satellite
data,
Survey

X X Vis in the
paper

Discriminant
Analysis

Rosati et al.
(2020)

Health
vulnerability,
census block
level, Argentina,
2010-2018

Census,
Street
grids

X X X Link Semiparametric
PCA

Schmitt et
al. (2018)

Slum detection,
Cape Town
(South Africa),
Mumbai (India)
and Manila
(Philippines)

Very
High
Resolu-
tion
imagery

X no
Polarimetric
Kennaugh,
Schmittlets

Sheehan et
al. (2019)

Asset Wealth and
Education
outcomes,
subnational level,
Africa

Wikipedia
articles
(geo-
referenced)

X X Vis in the
paper NLP

Smith-
Clarke et al.
(2014)

Poverty rate and
Assets Index,
subnational
regions, 2
developing
countries

Mobile
phone
data

X X Vis in the
paper PCA

Sohnesen
and Stender
(2017)

Poverty rate,
urban, rural and
national level, six
countries

Surveys X

Random
Forest,
Lasso
Regression,
Stepwise
selection

https://poblaciones.org/2020/09/23/vulnerabilidad-sanitaria/
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Soman et al.
(2020)

Street-block
accessibility
index, worldwide

Crowsourced
maps no Link Topological

Analysis

Steele et al.
(2017)

Wealth Index,
polygons up to 5
km, Bangladesh

Satellite,
Mobile
phone
data

X X Vis in the
paper

Bayesian
Geoestatist-
ical Models

Suraj et al.
(2017)

Developement
indicators, areas
of 7km, India

High-
resolution
satellite
imagery

X X X Link CNN

Tatem et al.
(2014)

Poverty indices,
1x1 km pixel,
Kenya, Uganda,
Tanzania, Malawi,
Nigeria and
Pakistan

Geolocated
Surveys,
Satellite
data

X X Vis in the
paper

Model-
based
geostatistics

Tusting et
al. (2019)

Housing
conditions, 5x5
km resolution,
Sub-Saharan
Africa.
2000-2015

Geolocated
Surveys X X X Vis in the

paper

Geoestatistical
regression
model

Venerandi
et al. (2015)

Index of multiple
deprivation, small
census areas,
three urban zones
UK

OpenStreetMap X no Naive Bayes
Classifier

Wang et al.
(2019)

GDP, subnational
level, China

Social
Media
(Weibo)
and CVs
from job
seekers

X NS Naive Bayes
Classifier

Watmough
et al. (2019)

Wealth,
household level,
rural Kenya

Satellite
sensor
data

X X Classification
tree

Weber et al.
(2018)

Global
Developement
statistics, national
level

Social
media
data
(Face-
book)

X - Vis in the
paper OLS

Weiss et al.
(2018)

Global map of
travel time to
cities, 1 x 1km
resolution

Open
Street
Map and
Google

X X Link
Least-cost-
path
algorithm

https://millionneighborhoods.org/#2/8.84/17.54
https://web.iitd.ac.in/~suban/satellite/asset-model/
https://www.map.ox.ac.uk/accessibility_to_cities
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Wurm et al.
(2017)

Slum detection,
Mumbai (India)

Remote-
sensed
data

X no Vis in the
paper

Kennaugh
matrix,
Random
Forest

Wurm et al.
(2019)

Slum detection,
Mumbai (India)

Very
High-
resolution
satellite
imagery

X no Fully CNN

Yeh et al.
(2020)

Asset wealth,
20000 villages, 23
African countries

Multispectral
high-
resolution
satellite
imagery

X no

Code to
replicate
GitHub
Link

CNN

Zhao et al.
(2019)

Multidimensional
poverty index, 10
×10 km
resolution,
Bangladesh

Satellite
imagery,
land
cover
map, road
map and
division
headquarter
location
data

X X Vis in the
paper

Random
Forest

1 "Gran." stands for "contributions in granularity", "Freq." stands for "contributions in fre-
quency" and "Vis." stands for "interactive visuzalization publicly available".
Note: NS stands for Not specified, CNN stands for Convolutional neural network, NLP stands for
Natural Language Processing.

4 ML Methods for Improving PID Measurements and Forecasts

Table 9.2 lists the methods used in the PID studies discussed in Section 9.2. (Meas-
urement and Forecasting), i.e., studies that seek to improve the availability, frequency
and granularity of PID estimators, as well as studies that seek to reduce dimension-
ality and deal with missing data. It includes the reviewed papers that used each
method.

Chapter 1 of this books explains regularization methods; Chapter 2 and Chapter
6, network analysis; Chapter 4, boosting. Classic references explaining ML methods
are Hastie et al. (2009), James et al. (2013), Murphy (2012), Bishop and Nasra-
badi (2006); for natural language processing, Jurafsky and Martin (2014); for deep
learning, Goodfellow et al. (2016).

https://github.com/sustainlab-group/africa_poverty
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Table 3: ML methods for improving PID measurements and forecasts - complete
list of reviewed papers

Method Papers

Supervised learning

Trees and
ensembles

Decision and
regression trees

Graesser et al. (2012),
Watmough et al. (2019),
Aiken et al. (2020), Otok
and Seftiana (2014)

Boosting Baylé (2016), Perez et al.
(2017), Blumenstock et al.
(2018), Graetz et al. (2018),
Aiken et al. (2020), Farrell
et al. (2020), Fatehkia et al.
(2020), Aiken et al. (2021),
Hersh et al. (2021),
Osgood-Zimmerman et al.
(2018), Chi et al. (2022),
Hernandez et al. (2017),
Heitmann and Buri (2019)

Random forest Thoplan (2014), Sohnesen
and Stender (2017),
Okiabera, Feigenbaum
(2016),McBride and
Nichols (2018), Huang et al.
(2015), Baylé (2016),
Hernandez et al. (2017),
Wurm et al. (2017),
McKenzie and Slind (2019),
Zhao et al. (2019), Aiken et
al. (2020), Feldmeyer et al.
(2020), Hersh et al. (2021),
Otok and Seftiana (2014)

Nonlinear
regression
methods

Generalized additive
models

Osgood-Zimmerman et al.
(2018), Bosco et al. (2017)

Gaussian process
regression

Pokhriyal and Jacques
(2017), Tatem et al. (2014)

Lowess regression Chetty et al. (2018)
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K nearest neighbors Cuaresma et al. (2020),
Perez et al. (2017),
Heitmann and Buri (2019)

Naive Bayes Venerandi et al. (2015)

Discriminant analysis Owen and Wong (2013),
Rogers et al. (2006),
Pokhriyal and Jacques
(2017), Robinson et al.
(2007)

Support vector machines Ella et al. (2008),
Feigenbaum (2016), Huang
et al. (2015), Baylé (2016),
Gevaert et al. (2016), Liu et
al. (2016), Glaeser et al.
(2018), McKenzie and Slind
(2019), Hernandez et al.
(2017)

Regularization
and feature
selection

LASSO Rosati (2017), Lucchetti
(2018), Afzal et al. (2015),
Njuguna and McSharry
(2017), Sohnesen and
Stender (2017), Graetz et al.
(2018), Fatehkia et al.
(2020),
Osgood-Zimmerman et al.
(2018), Lucchetti et al.
(2018)

Ridge regression Jean et al. (2016),Perez et
al. (2017), Hofer et al.
(2020), Hersh et al. (2021),
Head et al. (2017)

Elastic Net Doudchenko and Imbens
(2016), Hersh et al. (2021),
Clay et al. (2020), Aiken et
al. (2020), Pokhriyal and
Jacques (2017),
Blumenstock et al. (2015)

Wrapper feature
selector

Mohamud and Gerek
(2019), Afzal et al. (2015),
Sohnesen and Stender
(2017), Duque et al. (2015)
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Correlation feature
selector

Gevaert et al. (2016)

Other spatial regression methods Osgood-Zimmerman et al.
(2018)

Deep learning Neural networks Jean et al. (2016), Dahmani
et al. (2014), Babenko et al.
(2017), Bosco et al. (2017),
Engstrom et al. (2017),
Perez et al. (2017), Wurm et
al. (2017), Maiya and Babu
(2018), Head et al. (2017),
Suraj et al. (2017),
Heitmann and Buri (2019),
Hofer et al. (2020), Yeh et
al. (2020), Chi et al. (2022),
Rosati et al. (2020),
Feldmeyer et al. (2020),
Duque et al. (2015), Gevaert
et al. (2016), Bosco et al.
(2017), McKenzie and Slind
(2019), Steele et al. (2017),
Osgood-Zimmerman et al.
(2018), Tusting et al.
(2019),Kavanagh et al.
(2016)

Unsupervised learning

Factor analysis Gasparini et al. (2013),
Luzzi et al. (2008)

PCA (including its derivations, eg., sparse PCA) Edo et al. (2021), Aiken et
al. (2021), Duque et al.
(2015), Rosati et al. (2020),
Merola and Baulch (2019),
Eagle et al. (2010), Chi et
al. (2022), Blumenstock et
al. (2015), Khelifa and
Mimoun (2012), Jean et al.
(2016), Smith-Clarke et al.
(2014)

Clustering methods (e.g., k-means) Caruso et al. (2015), Burke
et al. (2016), Hernandez et
al. (2017)
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Processing new data

Natural Language Processing Quercia et al. (2012),
Lansley and Longley
(2016), Sheehan et al.
(2019)

Other authomatized feature extraction (not deep learning) Blumenstock et al. (2015),
Glaeser et al. (2018),
Graesser et al. (2012),
Khelifa and Mimoun
(2012), Gevaert et al. (2016)

Network analysis Eagle et al. (2010), Hristova
et al. (2016), Soto et al.
(2011), UN Global (2016)

Traditional econometrics

OLS Liu et al. (2016), Ebener et
al. (2005), Ettredge et al.
(2005), Doll et al. (2006),
Frias-Martinez and Virseda
(2012), Preis et al. (2012),
Henderson et al. (2012),
Ghosh et al. (2013),
Decuyper et al. (2014),
Llorente et al. (2015), Chen
and Nordhaus (2015),
Norbutas and Corten
(2018),
González-Fernández and
González-Velasco (2018),
Weber et al. (2018), Chetty
et al. (2018), Feldmeyer et
al. (2020), Ghosh et al.
(2013), McKenzie and Slind
(2019), Burke et al. (2016)

Probit, Logit and derivations Feigenbaum (2016),
ILO-ECLAC (2018)

Panel models Andreano et al. (2021)

PMM Lucchetti et al. (2018)

Error-Correction Model Askitas and Zimmermann
(2009)
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Other various methods Elbers et al. (2003), Afzal et
al. (2015), Schmitt et al.
(2018), Weiss et al. (2018),
Soman et al. (2020),
Holzbauer et al. (2016), Edo
et al. (2021), Decuyper et al.
(2014)

5 Leveraging New Data Sources for Causal Inference

Table 9.3 lists PID studies that take advantage of the increased availability of new
data sources for causal identification (see Section 9.3.5, New Data Sources for Out-
comes and Treatments). It classifies the non-traditional data source use in three
non-exclusive categories: outcome construction, treatment or control variable con-
struction, and exogenous variability. It also describes the type of data source used,
the evaluation method and, when applicable, the ML method employed, among other
features of each paper.

Table 4: Papers leveraging new data sources for causal inference in PID studies

Paper What, Where New data
source

New data
use

Exogenous
variability

Evaluation
method

ML
method

Alam et al.
(2019)

Transport
insfrastructure
program, 16
countries

Satellite
imagery

Outcome
construction

Timing of
the program DiD

Alix-
Garcia et
al. (2013)

CCT on
environmental
degradation,
Mexico

Satellite
imagery

Outcome
construction

Experiment,
discontinu-
ity

Regression
discontinu-
ity

Asfaw et
al. (2017)

CCT and
weather shocks
on welfare,
Zambia

Geo-
referenced
data

Treatment
construc-
tion, control
variables

Experiment,
natural
experiment

Quintile
regression,
GLS
Random
Effects

BenYishay
et al.
(2017)

Land rights on
deforestation,
Brazil

Satellite
imagery

Outcome
construction

Timing of
the program DiD



23

Dolan et al.
(2019)

Anti-malarian
program, Congo

Geo-
referenced
Survey

Outcome
and control
variables
construction

Variation in
malaria
across
subnational
regions and
timing of
the program

DiD

Blumenstock
et al.
(2015)

Mobile Salary
Payment
Program,
Afghanistan

Mobile
phone data

Outcome
construction Experiment DiD

Bunte et al.
(2017)

Foreign direct
investment,
Liberia

Remotely
sensed data
(night time
lights)

Outcome
and controls
construction

Variation of
variables at
subnational
region level

Matching

Chakravorty
et al.
(2016)

Impact of
Electric access
on welfare,
Phillipines

Geo-
referenced
data

Exog.
variability Instrument IV

Chen et al.
(2013)

Impact of Hua
River Policy on
life expectancy,
China

Geo-
referenced
data

Outcome
and
treatment
construction

Variation in
air pollution

Regression
discontinu-
ity

Chioda et
al. (2016)

Impact of CCT
on crime, Sao
Paulo (Brazil)

Geo-
referenced
data

Outcome
construction

Program
design IV, DiD

Chor and
Li (2021)

Impact of
US-China tariff
war on
economic
development,
China

Satellite
imagery
(night time
lights), Geo-
referenced
data

Outcome
construction
and exog.
variability

Variation in
exposure
over time

IV, DiD

Cohen et
al. (2019)

Impact of
closing airport
on housing
prices, Denver
(US)

Web
scrapping
prices and
location

Outcome
construction DiD

Corbi et al.
(2014)

Impact of
federal transfers
on local
economic
activity, Brazil

Satellite
imagery
(night time
lights)

Outcome
construction

Quasi-
experimental
policy
variation

Fuzzy
Regression
discontinu-
ity

Evaluation
method
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Dadvand et
al. (2015)

Impact of green
spaces on
cognitive
development,
Barcelona
(Spain)

Satellite
imagery

Treatment
construction

Variation of
variables at
subnational
region level

Linear
mixed
effects
model

Dakhlia et
al. (2021)

Impact of
finantial
inclusion on
economic
development,
Ethnic groups in
Nigeria and
Senegal

Satellite
imagery
(night time
lights)

Outcome
construction

Variation of
variables at
subnational
region level

Fixed effect
regression,
Probit

De and
Becker
(2015)

Foreign aid
(health, water
and education),
Malawi

Geo-
referenced
data

Treatment
construction

Instrument,
subnational
treatment
variation

IV, DiD,
Matching

Dinkelman
(2011)

Effects of Rural
Electrification
on Employment,
South Africa

Geo-
referenced
data

Exog.
variability Instrument IV

Duflo and
Pande
(2007)

Productivity and
distributional
effects of large
irrigation dams,
India

Geo-
referenced
data

Exog.
variability Instrument IV

Ecker and
Maystadt
(2021)

Anti-poverty
program and
impact of civil
war on child
nutrition,
Yemen

Geo-
referenced
data

Treatment
construction

Variation in
armed
conflict
intensity

DiD

Elliott et al.
(2015)

Impact of
typhoons on
local economic
activity, China

Satellite
imagery
(night time
lights)

Outcome
construction

Natural
experiment DiD

Faber and
Gaubert
(2019)

Effect of
tourism on
economic
development,
Mexico

Satellite
imagery

Exog.
variability Instrument IV

Ferraro and
Simor-
angkir
(2020)

Impact of
anti-poverty
program on
deforestation,
Indonesia

Satellite
imagery

Outcome
construction

Timing of
the program

Difference
in
differences
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Garcia et
al. (2022)

Impact of
short-term
rentals on
housing prices,
Los Angeles
(US)

Web
scrapping
from Airbnb

Outcome
construction Instrument IV

Hodler
and
Raschky
(2014)

Regional
favoritism from
political leaders,
126 countries

Satellite
imagery
(night time
lights)

Outcome
construction

Variation of
variables at
subnational
region level

Fixed effect
regression

Huang et
al. (2021)

Anti-poverty
program, Kenya

Satellite
imagery

Outcome
construction Experiment DiD

Outcome
construc-
tion.
Mask
R-CNN

Ismailov et
al. (2019)

Mobile money
use, Tanzania

Geo-
referenced
data,
Satellite
imagery
(night time
lights)

Exog.
variability
and
Outcome
construction

Instrument IV

Jedwab and
Storeygard
(2020)

Transport
insfrastructure
program, 39
countries in
Africa

Geo-
referenced
data,
Satellite
imagery
(night time
lights)

Outcome
and
treatment
construction

Instrument IV

Klomp
(2016)

Impact of
natural disasters
on economic
development,
140 countries

Satellite
imagery
(night time
lights)

Outcome
construction

Natural
experiment DiD

Lipscomb
et al.
(2013)

Effects of
Electrification
on development,
Brazil

Geo-
referenced
data

Treatment
construction Instrument IV

Manacorda
and Tesei
(2020)

Mobile phone
coverage on
mass political
movilization,
Africa

Geo-
referenced
data, open
source data

Outcome
and
treatment
construction

Natural
experiment IV
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Mensah
(2021)

Impact of
mobile phone
use on economic
development,
3419
subnational
regions in 201
countries

Satellite
imagery
(night time
lights), geo-
referenced
data

Exog.
variability Instrument IV

Michalopou-
los and
Papaion-
nau (2014)

Impact of
national
institutions on
economic
development,
Africa

Satellite
imagery
(night time
lights)

Outcome
construction

Natural
experiment

Spatial
regression
discontinu-
ity,
Matching

Milesi et
al. (2003)

Urban land
development, 8
states from US

Satellite
imagery

Outcome
and
treatment
construction

Variation of
variables at
subnational
region level

OLS

Mutuku et
al. (2011)

Impact of
bednets on
malaria
transmission,
Kenya

Satellite
imagery,
GPS data

Treatment
and control
variables
construction

Experiment Poisson
regression

Pierskalla
and
Hollenbach
(2013)

Effect of mobile
phone coverage
on political
violence, Africa

Geo-
referenced
data

Ouctome
construc-
tion, Exog.
variability

Instrument,
Timing of
coverage

OLS, DiD

Ratledge
et al.
(2021)

Impact of
Electric access
on wealth,
Uganda

Satellite
imagery

Outcome
construction

Timing of
the program

Matrix
completion,
Synthetic
control with
elastic net

CNN
model for
outcome
construc-
tion. Also
ML for
evalu-
ation
method

Russ et al.
(2018)

Transport
insfrastructure
program,
Nigeria

Geo-
referenced
data,
Satellite
imagery
(night time
lights)

Outcome
construc-
tion, Exog.
variability

Instrument OLS, IV
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Salazar et
al. (2021)

Technology
adoption
program,
Dominican
Republic

Satellite
imagery

Outcome
construction Experiment DiD, Event

study

Continuous
change
detection
and clas-
sification,
Mann-
Kendall
to analyse
trends

Smith and
Wills
(2018)

Impact of
petroleo booms
on Poverty and
Inequality, 36
countries

High-
resolution
satellite
imagery

Outcome
construction

Size of the
discovery
and timing
of price
booms

DiD

Hsiang and
Jina (2014)

Effects of
cyclones on
economic
growth, World

Satellite
imagery

Treatment
construction

Natural
experiment DiD

Velilla and
Bragança
(2020)

Impact of
commodities
price shocks on
local activity,
Colombia

Satellite
imagery
(night time
lights)

Outcome
construction

Variation in
intensity of
coffee
production
and interna-
tional coffee
price

DiD

Villa
(2016)

Cash transfer
program,
Colombia

Satellite
imagery
(night time
lights)

Outcome
construction

Timing of
the program DiD

Warr and
Aung
(2019)

Impact of
cyclone on
inequality
between
households,
Myanmar

Satellite
imagery

Treatment
construction

Natural
experiment

Fixed effect
regression

Witmer
and
O’Loughlin
(2011)

Effects of wars
on economic
development,
Regions from
Russia and
South Ossetia

Satellite
imagery
(night time
lights)

Outcome
construction

Variation in
conflicts
duration

OLS

Zhang et
al. (2007)

Impact of urban
sprwal on soil
resources,
Nanjing (China)

Satellite
imagery and
soil map
integrated
by GIS

Outcome
and
treatment
construction

Variation of
variables at
subnational
region level

OLS
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Zou (2020)

Impact of
short-term
rentals on
housing prices,
Washington

Web
scrapping
from Airbnb

Outcome
construction

Demand
shock

First-
difference
model

Note: CCT stands for Conditional Cash Transfer, DID stands for Difference in differences, IV
stands for Instrumental Variable
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